F2E RER

# TEITFH depth ICH L TEDIERT

for

depth in range(1, 25):
# EFILOYEAL
clf = tree.PecisionTreeClassifier(max_depth=depth)
# FBICHAT 2 RHEEIETE
# ZOWRFI—TDOHNTRITIEE
cols = [
'fixed acidity’,
'volatile acidity’,
'citric acid’,
'residual sugar',
'chlorides’,
'free sulfur dioxide’,
"total sulfur dioxide’,
'density’,
"pH’,
"sulphates’,
'alcohol’
]
# EXONIRHEBCRIGT 2EMNERTETILEEE
clf.fit(df_train[cols], df_train.quality)

# FBEACKIERT—2 Yy MIFT 3 FE

train_predictions = clf.predict(df_train[cols])

test_predictions = clf.predict(df_test[cols])

# FEACEERT -2ty MR EEXREFHE

train_accuracy = metrics.accuracy_score(
df_train.quality, train_predictions

)

test_accuracy = metrics.accuracy_score(
df_test.quality, test_predictions

)

# VR MIEEERZEM

train_accuracies.append(train_accuracy)

test_accuracies.append(test_accuracy)

# matplotlib & seaborn (Z& 2 AL

plt.
sns
plt.
plt.
plt.
plt.
plt.
plt.
plt.

figure(figsize=(10, 5))

.set_style("whitegrid”)

plot(train_accuracies, label="train accuracy”)
plot(test_accuracies, label="test accuracy”)
Llegend(loc="upper left"”, prop={'size’': 15})
xticks(range(@, 26, 5))

xlabel("max_depth”, size=20)
ylabel("accuracy”, size=20)

show()
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